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1. For n >4, let Z;,1 < j <n be iid. N(0,0?), 02 > 0. Define X; = 71,
Xo=X1+2y, Xs=X1+Zsand X; = Z; for4 <i<n.

Let X = (X1,..., X,).

(a) Find the probability distribution of X.

(b) Find the partial correlation coefficient p12.3 (between elements of X).
(c) Without computation establish that here p12.34 = p12.3. [13]

2. Consider the one-way model:
Yijg = pi + €5, 1 < j <my; 1 <i <k,

where €;; are i.i.d. N(0,0%), k >4 and n; > 1 for all 4.

(a) Show that p1 — p2 is estimable.

(b) What is the Bonferroni inequality used for multiple comparisons involv-
ing p;’s?

(c) Construct a 100(1 — )% simultaneous confidence set for

(1 — p2, pi2 — 3, 13 — fa)- [12]
3. Let Y be a response variable and X1, ..., Xy be covariates. Also, let p;
denote the correlation coefficient between Y and X;, and let R denote the
multiple correlation coefficient between Y and X7,..., X.

(a) Show that R > max{|r;|,1 <i < k}.
(b) What is the exact relationship between R and r;’s when k& = 17 [10]

4. Consider the linear model:
Y = Brx; + Pozi + €, 1 <i<n,

where ¢; are uncorrelated errors with mean 0 and common variance o?; also
x;’s are not proportional to z;’s. Suppose one computes the least squares
estimate of 81 using the incorrect model,

yi = Bz + €,

with the same assumptions on ¢; as given above. Compute the mean and
variance of this estimate of 31, and compare them with those of the best
linear unbiased estimate of 31, under the correct model. [15]



